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Project Overview

Working with Professor Penghui Yao @ Nanjing University

The focus of this project is on the interaction between Quantum
Information theory and Quantum Communication
Complexity(QCC), can also be thought of as extension of
information theoretic tools to study problems in QCC.

This talk: overview of Quantum Communication Complexity and
Quantum Information Complexity.
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Motivation example - Set Disjointness

Alice has a bit string 

Bob has a bit string 

Compute:  .

  

 

x = x ⋅1 ⋅ ⋅ xn

y = y ⋅1 ⋅ ⋅ yn

DISJ (x, y) =n ¬ OR (x AND y )( i∈[n] i i )

DISJ (x, y) =n 1 if f x ∩ y = ∅
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Communication Complexity

Introduced by Andrew Yao(1979)

Primary tool for unconditional bounds in various models of
computation.

Data Structures

Distributed Computing

Boolean circuit complexity. -->

Differential privacy

How much communication is necessary to solve a given problem?

Goal: Minimize the communication 4



Basic Communication Complexity Model

In a two-party communication model, the goal is to compute a
boolean function 

Part of the input  is held by Alice and the other input 

 is held by Bob.

During the communication, Alice and Bob will follow a
predetermined protocol and send messages to each other. The
communication complexity is defined as the minimum bits required
in the protocol that computes .

f : {0, 1} ×n {0, 1} →n 0, 1

x ∈ {0, 1}n

y ∈ {0, 1}n

f
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For a communication protocol , with  rounds of communication,

the Protocol transcript( ) is given by

m m ⋅1 2 ⋅ ⋅mr

A classical protocol is capable of memorizing the whole transcript ,

but this is a problem when it comes to a quantum protcol

P r

Π

Π
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Communication Cost(CC) is the total number of bits communicated
on the worst-case input .

∣m ∣ +1 ∣m ∣ +2 ⋅ ⋅ ⋅ + ∣m ∣r

And Communication Complexity( ) for a problem is defined as

C(f ) = min CC(P) =P∈PT
min CC(Π)Π

The proven lower bound for the Set Disjointness problem is*

C(DISJ ) ∈n Ω(n)

(x, y)

C(f )

* KS92,Raz92,Gro96, BCW98, AA03 8



Quantum Communication Complexity (QCC)

QCC is an extension of it's classical analogue.

A quantum system divided into three parts A, B, and C

Initial state 

A player can apply unitary transformation to their space and the
channel.

∣x⟩∣0⟩∣y⟩
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Source = https://www.birs.ca/workshops/2015/15w5120/files/Touchette.pdf 10
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At the end of the protocol Alice or Bob makes a measurement to
determine the output of the protocol.

The cost of a protocol is the total number of qubits communicated
on the worst-case input.

We are interested in the minimal amount of communication they
need.

The proven Quantum lower bound for the Set Disjointness problem
gives us a quadratic speedup[AA03]

QCC(DISJ ) ∈n Ω( )n
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A primer on Information Theory

Entropy  is the measure of uncertainty in a message.

H(X) = − p (x)log(p (x))
x∈X

∑ X X

w.r.t a random variable  with a probability mass function 

H(X) = − log( ) −
2
1

2
1

log( ) =
2
1

2
1

1bit

H(X)

X p(x)
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Conditional Entropy: The uncertainity Alice has about Y when she
already possess X.

H(Y ∣X = x) = p(x)H(Y ∣X =
x∈X

∑ x) = E{log (p(Y ∣X))}

Mutual Information  can be defined as the reduction in

uncertainty due to another random variable.

I(X ; Y ) = H(X) − H(X ∣Y )

I(X ; Y )
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Conditional mutual information (CMI) is the reduction in the
uncertainty of  due to knowledge of Y when  is given:

I(X ; Y ∣Z) = H(X ∣Z) + H(X ∣Y ,Z)

The quantum analogues can be defined similarly. However,
Shannon's entropy is replaced by Von Neumann entropy, where
given a state 

H(A) =ρ −Tr(ρlogρ)

X Z

ρ
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Information Complexity

Remember Communication complexity studies the question “How
many bits does Alice and Bob need to transmit to each other in
order to solve a given problem?”

Information complexity(IC) on the other hand studies the question,
“How much information does Alice and Bob need to reveal to each
other in order to solve a given problem?”

IC is an extension of Information theoretic tools to solve
Communication Complexity problems.
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Given a distribution  on a two-player input space , a function

The information cost of a protocol  over inputs from 

is given by

IC (π) =μ I(Π; Y ∣X) + I(Π;X ∣Y )

And the Information complexity is given by

IC(f ) = inf max IC (π)π μ μ

μ X × Y
f : X × Y → 0, 1

π X × Y
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Why do we need Information Complexity?

Discrete/Combinatorial vs Analytical

IC has some other properties that make it a really good extension
into the CC realm.

However the most important result is

IC(π) ≤ CC(π)
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Quantum Information Complexity (QIC)

In quantum communication protocols, there is no clear notion of a
transcript.

Hence by using a work around we have a new definition that counts
how much information is exchanged in each round, which is given
by

QIC(π, ρ) = I(C ;R∣B ) +
i≥1,odd

∑ i i I(C ;R∣A )
i≥1,even

∑ i i

QIC ≤ QCC
18



Alternative Characterization of QIC

The above charachterization of QIC is for for quantum
communication with quantum inputs. For quantum communication
with classical inputs an alternative characterization is

QIC(π, μ) = CIC(π, μ) + CRIC(π, μ)

 = the cost of transmitting information about the classical

inputs

 = the cost of forgetting information about the classical

inputs

CIC(π, μ)

CRIC(π, μ)
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Thank You

Slides: https://usmanmunara.github.io/NYCQuantum
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